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Abstract – Humans use proper names as vocal labels to identify and communicate with and about social agents. The 
comprehension of spoken proper names requires the ability to interpret socially specific verbal signals, or social vocal 
labels, and use cross-modal perception to identify and discriminate between group members. Individuals that 
recognize and comprehend familiar proper names can use these labels to identify and discriminate between 
groupmates, gain third-party knowledge, and guide decision-making. Use of vocal labels for conspecifics is noticeably 
rare in the animal kingdom, and has only been found in species (dolphins, elephants, and marmosets) that are 
phylogenetically distant from humans. We therefore investigated the phylogenetic trajectory of this capacity by 
studying our closest living primate relatives, chimpanzees (Pan troglodytes) and bonobos (Pan paniscus). We 
implemented a cross-modal non-invasive eye-tracking and playback study with multiple populations of apes (N = 24) 
living in zoos and sanctuaries, none of whom were specifically language-trained. We tested whether chimpanzees and 
bonobos spontaneously attend toward an image of a groupmate whose name has been called by a human caretaker. 
We found limited evidence that apes link the caretaker-given names of their groupmates to images on a screen, and 
therefore cannot make strong conclusions about apes’ comprehension of these social vocal labels. Our playback and 
eye-tracking paradigm offers a novel tool for studying cross-modal perception and knowledge of vocal labels. Future 
work will be critical to identify the sociocognitive foundations underlying socially specific referential communication 
and the evolution of language.  
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_____________________________________________________________________________________  
 

The capacity to identify and evaluate individuals, especially based on their interactions with others, 
is advantageous for species that navigate large and complex social environments. This ability to assess 
others’ actions and intentions based on their social interactions, or third-party knowledge, develops early 
in human ontogeny and was likely instrumental in human evolutionary history (Hamlin et al., 2007). Human 
fetuses 33 - 41 weeks of gestational age can discriminate between their mother’s voices and others’ voices, 
and between their mother’s native language and a foreign language (Kisilevsky et al., 2009). By three 
months, human infants begin to differentiate novel actors based on third party interactions, and use these 
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interactions to generate third-party knowledge (Hamlin et al., 2007; Kinzler et al., 2007; Mascaro & Csibra, 
2012; Thomsen et al., 2011). Third-party knowledge is foundational for humans’ cooperative behavior, as 
it allows us to distinguish cooperative and norm-adherent individuals who benefit the group from cheaters 
and norm-violators who may not (Axelrod & Hamilton, 1981). By observing third-party interactions, 
individuals can gain third-party knowledge and utilize it to identify the most dominant individuals and 
cooperative allies and infer one’s own social relationships with others. Third-party knowledge can also 
inform decisions around social interactions that maximize benefits, like strengthening social bonds with 
those who cooperate with others, and minimize risks, such as costly contest aggression with more dominant 
individuals. Critically, third-party knowledge can be obtained from many social contexts, including others’ 
communicative interactions (e.g., Cheney & Seyfarth, 1980) and recruitment attempts (de Waal, 1982).  

One fundamental prerequisite to gaining third-party knowledge is an understanding of the 
communicative and referential signals involved in a social interaction. Humans use proper names, or nouns 
that consistently refer to specific individuals, as vocal labels to initiate and coordinate social interactions 
(Kripke, 1980; Sorrentino, 2001). Labeling and naming other social agents is a defining aspect of human 
language and is an important building block for our complex communication systems and social interactions 
(Hurford & Hurford, 2007; Seyfarth et al., 2005). Children two years of age can already comprehend that 
proper names refer to unique individuals, and are sensitive to a speaker’s knowledge when learning proper 
names (Kripke, 1980; Sorrentino, 2001). A key question is how humans have evolved the cognitive 
capacities that allow for comprehension of “social vocal labels,” which we define here as a signal that refers 
to a specific social agent, such as proper names. One unique way to probe the evolutionary pressures that 
may have shaped the use of social vocal labels in humans is to investigate these capacities in our closest 
living phylogenetic relatives, chimpanzees (Pan troglodytes) and bonobos (Pan paniscus). Exploring 
whether these species can comprehend social vocal labels can provide insight into whether these capacities 
are shared with our great ape cousins and were likely present millions of years ago in our common 
evolutionary ancestors, or whether humans may have uniquely evolved the ability to use and comprehend 
these types of labels. While bonobos and chimpanzees do exhibit complex multimodal communication, 
including combinations of referential gestures and vocalizations (Doherty et al., 2023; Genty & 
Zuberbühler, 2014; Graham et al., 2018, 2022), it is currently unknown whether these species can 
comprehend or use social vocal labels.  

However, there is some evidence that chimpanzees and bonobos can comprehend “functionally 
referential signals,” or signals that are both conceptually and perceptually specific (Cäsar & Zuberbühler, 
2012; Macedonia & Evans, 2010). For example, bonobo Kanzi, who was raised in a language-enriched 
environment and heavily trained to use lexigrams, was reported to spontaneously acquire new symbols with 
which he had no training and use them in communicative contexts (Rabinowitz, 2016; Savage-Rumbaugh 
et al., 1986, 1993). It has also been said that Kanzi could recognize over 100 spoken words in multiple 
communicative contexts, including spoken proper names (Rabinowitz, 2016; Savage-Rumbaugh et al., 
1986, 1993). Lastly, a chimpanzee demonstrated a negatively shifted event-related potential (ERP) in 
response to the sound of her own caretaker-given name being played from a speaker (Hirata et al., 2011; 
Ueno et al., 2009). However, it is currently unknown whether, in the absence of extensive training, great 
apes can spontaneously acquire and recognize spoken proper names as referring to other specific, unique 
individuals. 

Many other primate and bird species use functionally referential signals in both predation and 
feeding contexts (Cäsar & Zuberbühler, 2012; Macedonia & Evans, 2010). For example, vervet monkeys 
(Chlorocebus pygerythrus) produce and comprehend distinct alarm calls that refer to different predators 
(Cheney & Seyfarth, 1980; Seyfarth et al., 1980). However, only a few nonhuman animal species use 
referential signals in social contexts (Faragó et al., 2010; Gouzoules et al., 1984; Rendall et al., 1999). 
Faragó and colleagues (2010) found that in domestic dogs (Canis familiaris), growls expressed during play, 
food guarding, and threat response all differ acoustically and produce different, but context-appropriate, 
responses in the listener. In rhesus macaques (Macaca mulatta), scream vocalizations during agonistic 
encounters vary according to the particular class of opponent and level of physical aggression experienced 
by the caller (Gouzoules et al., 1984). Baboons (Papio ursinus) also produce two harmonically distinct 
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types of grunts, one to initiate movement and the other when approaching infants, that elicit different and 
appropriate responses in the listeners (Rendall et al., 1999).  

However, only three nonhuman animal species have been found to use social vocal labels. These 
studies typically employ playback methods that measure turning toward and looking at speakers that 
produce distinct vocalizations from specific individuals. Bottlenose dolphins (Tursiops truncatus) link 
vocal and visual social information through the use of “signature whistles,” which are distinct, individual 
vocalizations that are used to broadcast the identity of the caller (Janik & Sayigh, 2013; Quick & Janik, 
2012). Common marmosets (Callithrix jacchus) produce “phee” calls as vocal labels for conspecifics, 
comprehend when these labels are directed at them, and respond correctly to the distinct phee calls that are 
directed at them (Oren et al., 2024; however, see Jaakkola, 2025). Female African elephants (Loxodonta 
africana) exhibit calls that are vocally distinct at the individual and group level, and social group 
membership is a better predictor of call similarity as compared to genetic relatedness, although it is still 
unknown whether other elephants comprehend these calls as specific vocal labels (Pardo et al., 2024).  

Given the phylogenetic distance between these various species, it is difficult to determine whether 
the capacity to use and comprehend socially specific referential signals is homologous or has evolved 
independently in these differing lineages. Since bonobo Kanzi appeared to recognize spoken proper names, 
one question is whether his rich symbolic training and linguistic experience are necessary for this capacity 
to emerge, and whether it is widespread and occurs spontaneously in other non-language-trained apes. 
Critically, this leaves open the question of whether untrained nonhuman animals can produce and exploit 
vocal labels to predict and eavesdrop on third-party interactions. In these previous studies, the focus was 
on whether nonhuman animals could both generate and understand name-like vocal labels, potentially as 
referential symbols. In the present study, our focus was solely on comprehension of such signals, in the 
sense of associating a vocal label produced by a third party with another individual. Such an association 
could arise if the label is understood as a symbol, or simply if animals learn that it typically precedes some 
interaction with the target individual, either of which could help animals to effectively eavesdrop on third-
party interactions. 

One method to investigate how nonhuman animals may integrate visual and auditory information 
is by exploring cross-modal perception. Cross-modal perception is defined as the ability to integrate 
information between different sensory modalities (Davenport et al., 1973). Auditory-visual recognition 
describes the cross-modal capacity to integrate auditory and visual information, and has been found in 
preverbal infants as well as a number of nonhuman primates. The canonical test for the ability to cross-
modally integrate visual and auditory information is to present an individual with two images or videos on 
a screen, and then to simultaneously present auditory information that is consistent with one but not both 
of the visual stimuli through speakers located near the screen. These stimuli often include visual facial cues 
of conspecifics, and corresponding auditory speech or vocalizations. Participants are thought to accurately 
integrate visual and auditory information if they look at the image or video that is consistent with the 
auditory information. This paradigm has been utilized to successfully demonstrate that infants before 6 
months of age exhibit some forms of auditory-visual cross-modal perception (Kuhl & Meltzoff, 1982, 1996; 
Lewkowicz & Turkewitz, 1980). This method has also revealed that other animal species such as horses 
and dogs can cross-modally represent other individuals (Adachi et al., 2007; Adachi & Fujita, 2007; 
Nakamura et al., 2018; Proops et al., 2009) In addition, lemurs, monkeys, and apes have also demonstrated 
some forms of cross-modal perception through the use of other methodologies such as match-to-sample 
and olfactory tasks (Adachi & Fujita, 2007; Carvajal & Krupenye, 2025; Davenport et al., 1973; Evans et 
al., 2005; Ghazanfar & Logothetis, 2003; Hashiya & Kojima, 2001; Kulahci et al., 2014; Tomasello & Call, 
1997). Finally, Sliwa and colleagues (2011) used an eye-tracking and preferential-looking task with rhesus 
macaques and found that they spontaneously matched the faces of familiar humans and conspecifics with 
their respective voices. The methods and results of this study served as a key influence for the 
implementation of our own task with chimpanzees and bonobos. 

Thus, in the present study, we investigated whether non-language-trained chimpanzees and 
bonobos could cross-modally integrate auditory and visual perception to comprehend a key feature of 
human communication: social vocal labels. We designed a task similar to previous methods that 
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investigated cross-modal perception in human infants and other species: we presented apes with two side-
by-side same-sex images of current groupmates, while noninvasively recording their gaze with an eye-
tracker. After presenting the images for 1 s to capture baseline patterns of attention, we then played a 
recording of a familiar caretaker calling one of the groupmates’ names (given to them by caretaker) while 
continuing to present the two images on the screen. We used eye tracking to map apes’ gaze across the 
images as they heard the name of one groupmate being called (similar to previous research, which typically 
recorded looking times by hand, frame-by-frame).  Based on previous findings with human infants and 
other nonhuman animals, we predicted that if apes can recognize each other’s spoken proper names, they 
should spontaneously match the face of a groupmate with their spoken caretaker-given name, as indicated 
by increased attention towards the image of the groupmate whose name was called as compared to the 
image of the groupmate whose name was not called. 
 

Methods 
 

Ethics Statement 
 

Experimental protocols adhered to the School of Psychology and Neuroscience Animal Ethics 
Committee at the University of St Andrews and to approval by each participating animal care institution. 
Edinburgh and Kumamoto Sanctuary participants were tested in the testing rooms prepared for each species, 
whereas the Planckendael participants were tested in their large indoor enclosure. Apes’ daily participation 
in this study was completely voluntary. They received regular feedings and daily enrichment and had ad 
libitum access to water. Animal husbandry and research protocols complied with international standards 
(the Weatherall report, The use of nonhuman primates in research) and institutional guidelines (Kumamoto 
Sanctuary: Wildlife Research Center Guide for the animal research ethics; Edinburgh and Planckendael 
Zoos: EAZA Minimum standards for the accommodation and care of animals in zoos and aquaria; WAZA 
Ethical guidelines for the conduct of research on animals by zoos and aquariums; Guidelines for the 
treatment of animals in behavioral research and teaching (ASAB/ABS)). 
 
Participants 
 

We tested 24 ape participants derived from two groups per species, living in three locations: 
Edinburgh Zoo, Scotland (7 chimpanzees: 2 females, 5 males), Kumamoto Sanctuary, Japan (6 
chimpanzees: 5 females, 1 male; 6 bonobos: 4 females, 2 males), and Planckendael Zoo, Belgium (5 
bonobos: 2 females, 3 males). Apes participated in this study from March 2019 - August 2019 and ranged 
in age from 2 to 46 years (bonobo mean = 21.19 ± 13.95 years (SD); chimpanzee mean = 21.43 ± 9.72 years 
(SD) (see Tables S1 and S2 for more details). 
 
Apparatus 
 

We used previously established eye-tracking procedures and comparable setups across facilities 
(Hopper et al., 2021; Kano & Tomonaga, 2009; Krupenye et al., 2016; Lewis et al., 2021; Lewis & 
Krupenye, 2022). Images were presented to apes through a transparent polycarbonate or acrylic panel on a 
23” LCD monitor situated directly outside of their enclosures at a distance of approximately 60 cm from 
the subject’s face. Subjects’ eye movements were non-invasively recorded via an infrared eye-tracker 
(X120 in Edinburgh and Planckendael, X300 in Kumamoto, Tobii Technology AB, Stockholm, Sweden), 
positioned directly below the monitor, which mapped their gaze onto the stimulus images. Stimulus 
presentation and data collection were controlled using Tobii Studio. Apes were continuously provided a 
small amount of diluted fruit juice (provided irrespective of viewing patterns) which was delivered through 
a plastic nozzle positioned on the transparent panel, directly in front of the eye-tracker. Providing juice in 
this way encourages apes to voluntarily position themselves at the eye-tracking setup, minimizes head 
movements, and optimizes corneal reflection measurements (see Figure 1). 
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Figure 1 
 
Experimental Eye-Tracking Set Up at Edinburgh Zoo, Scotland 
 

 
 
Note. The experimental eye tracking set up at Edinburgh Zoo, including (from left) a chimpanzee participant watching images 
presented on the monitor screen, below which is the Tobii X120 eye tracker. Two speakers are placed directly behind the monitor, 
and the experimenter laptop is placed to the right of the monitor.   
 

Before testing, we conducted a two-point calibration for each ape subject by presenting a small 
video clip (and often a small piece of real fruit) on each reference point. This two-point calibration 
procedure is routinely used in eye-tracking studies with great apes to provide high quality data and minimize 
the potential loss of subjects who would not reliably attend to a larger number of calibration points (Hopper 
et al., 2021; Kano & Call, 2014; Kawaguchi et al., 2019). After each calibration was obtained, we manually 
checked the accuracy of the calibration using nine points on the screen and repeated the calibration process 
if the original calibration was suboptimal. Each subject’s unique calibration was used throughout the entire 
testing period. Prior to the start of every test session, the calibration accuracy was visually checked with at 
least one of the nine points. Calibration errors are typically less than a degree with this procedure, and any 
error of this size will not impact the ability to determine preferential looking to images (Kano et al., 2011). 
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Stimuli 
 

The visual stimuli in this study consisted of static 600 x 600 pixel close-up color photographs of 
forward-facing conspecific faces with neutral facial expressions (hereafter referred to as “avatars”) and a 
gray background (Figure 2). Each trial featured two images of two different groupmates of the same sex, 
presented on the center left and center right regions of a black 1920 x 1080 pixel screen (locations were 
counterbalanced across trials). The distance between the right-most edge of the left avatar and the leftmost 
edge of the right avatar was 247 pixels, and the brightness, contrast, and blurriness of photographs were 
kept as consistent as possible across stimuli. While the images were presented on the screen, we played a 
recording of a familiar caretaker calling the name of one of the groupmates presented in the images on the 
screen (more detailed procedural information provided below). Hereafter, we refer to the groupmate whose 
name was called as the “target avatar”, and the groupmate whose name was not called as the “distractor 
avatar”. 
 
Figure 2 
 
Example Trial Image and Trial Sequence Progression 
 

 
 
Chimpanzees at Edinburgh Zoo and bonobos at Planckendael Zoo experienced two stimulus sets, 

one of female avatars and the other male avatars, with each set comprised of three images of adult female 
groupmates and three images of adult male groupmates, respectively (a single image of each groupmate 
was used). As the Kumamoto bonobo population only had two male groupmates, the male stimuli set 
included only pictures of these two males (the female stimulus set included images of three female 
groupmates). The Kumamoto chimpanzee population only has one male groupmate, and thus these 
individuals only saw a stimulus set of three images of female groupmates. 

Within a stimulus set, each groupmate avatar was paired with every other same-sex avatar in the 
set (three groupmates = three pairs: AB, AC, BC). To control for both the location and identity of the target 
avatar, each stimulus pair was shown four times: once each with (1) individual 1 as the target avatar (whose 
name was called) on the left, (2) individual 1 as the target avatar on the right, (3) individual 2 as the target 
avatar on the left, and (4) individual 2 as the target avatar on the right. Thus, in total, the Edinburgh 



                                                                        Lewis et al. 7 
 

chimpanzees and Planckendael bonobos each saw 24 trials ([3 female pairs + 3 male pairs] x 4 
presentations). The Kumamoto bonobos saw 16 trials ([3 female pairs + 1 male pair] x 4 presentations), 
and the Kumamoto chimpanzees saw 12 trials total (3 female pairs x 4 presentations). Within each group, 
the majority of individuals received identical stimuli. If, however, a participant was included in the standard 
stimulus set for their group, for their stimulus set, their own image was replaced with that of a different 
member of their group. In cases where no additional individuals of the same sex existed within the group, 
these individuals received fewer trials than others in their group. 
 
Procedure 
 

At all three facilities, apes voluntarily entered the testing room. At Kumamoto Sanctuary and 
Planckendael Zoo, apes were sometimes temporarily separated from groupmates for testing. At Edinburgh 
Zoo, apes were not separated but tests were only administered when other groupmates were at least 1 m 
away from the subject such that interference was unlikely. All of the apes included in this study had already 
participated in other eye-tracking studies, and thus did not require habituation as they were already familiar 
with the experimental set-up. 

The test trials were administered in clusters of two. The side (left, right) on which the target avatar 
was presented was counterbalanced within and across clusters. Chimpanzees at Edinburgh Zoo and bonobos 
at Planckendael Zoo saw clusters that had one male trial and one female trial, and half of the clusters 
presented a female trial first while the other half presented a male trial first. The Kumamoto bonobos saw 
four clusters that had one male trial and one female trial, and four clusters that had two female trials (because 
of a lower number of male trials). For the Kumamoto bonobos, the presentation alternated between clusters 
with two female trials and clusters with one male and one female trial. The Kumamoto chimpanzees only 
saw trials with female avatars, and within these clusters the trials alternated which female avatar was on the 
right side vs. left side along with which name was called. 

We used Adobe Premiere Pro (Adobe Systems, San Jose, CA) to produce the trial videos that 
included images and recordings, which automatically progressed after the experimenter pressed the start 
key. In each trial, the images were presented on the screen after a 0.5 s presentation of a black screen with 
fixation cross in the center (intended to center apes’ gaze before trial onset). After the avatar images were 
presented on the monitor screen for 1 s, the recording of a familiar caretaker calling the name of one of the 
groupmates played for a duration of 2 s (the names were called twice while the images on the screen were 
continuously presented). The trial images remained on the screen for 3 s after the end of the recording, for 
a total of 6.5 s per trial (Figure 2). Within a cluster, trials progressed one immediately following the other 
for a total duration of 13 s per two-trial cluster (including the two 0.5 s fixation crosses at the start of each 
6 s trial). Groupmates’ names were called by caretakers who were most familiar with the apes (at least five 
years of experience working with the group). The Edinburgh chimpanzee and Kumamoto Sanctuary bonobo 
populations heard the voice of a familiar female caretaker, while the Planckendael bonobo and Kumamoto 
Sanctuary chimpanzee populations heard the voice of a familiar male caretaker. To replicate a natural 
sounding call, we instructed the caretakers to call the ape names as they would when calling apes to move 
from one enclosure to the next. Recordings were captured in quiet settings free from any background noise 
or disruption. The recordings were played through two speakers that were placed directly behind the 
monitor on which the participants saw the trial images (one speaker on either side of the monitor, see Figure 
1). The speakers were connected to the experimenter laptop via USB, and the volume was set on the 
speakers so that it was loud enough for the participants to hear the sounds being played, but not too loud so 
that participants were not startled (the same speaker volume was used throughout the duration of the 
experiment). All participants were familiar with sounds being played from speakers through previous 
research experience. Because participation was voluntary (i.e., apes could walk away from the experimental 
set-up at any time), the number of clusters administered within a day varied between one and six, depending 
on the duration of apes’ attendance and attention at the testing set-up. After administering all trials in the 
predetermined order, we verified that there was at least one fixation toward either the target or distractor 
image (see Data Scoring and Analysis below) for each trial. After subjects completed their originally 
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assigned trial order, trials that yielded zero fixations to either image were repeated until we had data for a 
full set of trials for each subject. In total, we tested 420 trials (20 missing trials due to persistent lack of 
interest from three individuals).   
 
Data Scoring and Analysis 
 

Areas of interest (AOIs) were defined in Tobii Studio as 700 x 700 pixel areas around each of the 
two images in each trial; thus each AOI included the image plus a 50 pixel buffer on each side of the image. 
Fixations were calculated using Tobii Studio’s I-VT Filter, and then fixation data were exported frame-by-
frame from Tobii Studio into TSV files. We summed total fixation duration within each AOI across the 
total trial, and for each second of the trial (i.e., for seconds 0 – 1, 1 – 2, 2 – 3, etc.) for a total of 6 binned 
fixation durations. To measure biases in looking towards the target avatar versus the distractor avatar, we 
next calculated both raw difference scores (i.e., sum of fixations to target avatar minus sum of fixations to 
distractor avatar) and a proportional Differential Looking Score (DLS):  
 

Target	minus	Distractor	fixation	time
Sum	of	fixation	time	to	Target	 + 	Distractor

 

 
Both raw and proportional scores were used as dependent variables for each second within each 

trial. We additionally calculated DLS for the overall baseline (0-1s) and test (1-6 s) portions of the trial but 
did not do this for raw difference scores because it would be inappropriate to compare raw differences 
scores across periods of differing duration. However, where both measures are valid, we used both as they 
capture different information. Raw difference scores provide a direct measure of the difference in looking 
time to the target avatar relative to the distractor avatar and also captures variation in overall looking 
duration. However, to control for variation in overall looking time (see Lonsdorf et al., 2019), which may 
differ across individuals and wane throughout a trial, we also used the DLS. This proportional score, in 
contrast, amplifies strongly biased looks even during periods when overall looking duration is low. The raw 
difference scores and DLS variables range from (-3 to 3) and (-1 to 1), respectively. 

 We anticipated that recognition of others’ names could manifest in two possible looking bias 
patterns: Apes might show sustained biases toward the target avatar throughout the test window (i.e., the 5 
s from the time the recording started until 3 s after the recording ended) or they might show looking biases 
only during specific periods of the test window, such as during or immediately following utterance of the 
groupmate’s name. Looking time to the target individual was chosen as a dependent variable because it is 
the most widely used spontaneous measure of cross-modal recognition in animals (Sliwa et al., 2011). Thus, 
we tested both predictions in separate models. In Model 1, we examined attentional biases in the baseline 
window (the 1 second period immediately before the recording was played) and the subsequent 5 s test 
window. In exploratory Model Set 2, we examined attentional biases across the test window’s five 1 s time 
bins (each time bin after the start of the call). In exploratory Model 3, we tested attentional biases between 
trial phases: the baseline phase (0 – 1 s), the call phase (1 – 3s), and the post-call phase (3 – 6 s). This set 
of models was designed to first measure whether there were any broad differences in looking times between 
the baseline window before any auditory information was presented and the test window when participants 
were presented with the auditory information. Next, the exploratory models were designed to provide more 
fine-grained detail about the timing of apes’ gaze patterns before, during, and after the presentation of the 
auditory stimuli. As this combined eye tracking and playback paradigm is the first of its kind to be used to 
explore cross-modal perception in great apes, these exploratory models were designed to capture potentially 
unknown details of apes’ gaze patterns and any changes over time as they simultaneously viewed images 
and heard corresponding auditory information. The design of these analyses was partially inspired by 
previous studies, such as Sliwa et al. (2011), which analyzed overall looking times and also conducted a 
binned time series analysis. 
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General Modeling Approach 
 

We fitted linear mixed effects models for DLS for Model 1 and Model 3, and for both dependent 
variables (i.e., raw difference looking time and DLS) for exploratory Model Set 2 using the statistical 
software R (version 4.0.2; R Core Team 2020). We only fit DLS for Model 1 and Model 3 because the 
baseline and test windows were different lengths (1 s and 5 s, respectively), and thus it was not possible to 
fit this model with raw difference scores. We fitted simple linear mixed models using the lmer function 
from the ‘lme4’ package (Bates et al., 2007). We used the original intervals for both the raw difference 
score [-3,3] and DLS [-1,1], so that it was possible to determine if these scores were significantly different 
from zero (a model intercept of zero signifies no bias toward the target or distractor avatar). The value of 
the model intercept reflects the values of the reference category. Since these scales are centered around 
zero, a significant model intercept term indicates that the scores from the reference category differ 
significantly from zero. 

 For Models 1 and 3, we used a significance threshold of .050 when reporting p-values, and report 
trends between .050 and .100, given that such effects may still be biologically meaningful (Stoehr, 1999). 
Exploratory Model Set 2 used the same significance threshold, except for interpretation of the intercept 
term. As we used the intercept term to conduct separate significance tests for each of the five test window 
time bins after the start of the call, we therefore applied a Bonferroni correction to the alpha level such that 
we used a significance threshold of .010 when reporting p-values (Bonferroni correction: p = .050/(5 
separate tests)), and here we report trends as between p = .010 and .020. We first used likelihood ratio tests 
to compare the fit of the full model against the null model, which included only the random effects and 
control predictor (see Tables 1 - 3 for full model sets and comparisons). We ran the vif function before 
running each model to determine whether any model effects had collinearity, and this function indicated 
that none of the models’ effects were collinear. Before observing the results of the models, we visually 
inspected plots of the models’ residual values against fitted values and q-q plots to confirm that each model 
met the assumptions of normally distributed and homogeneous residuals. Next, we used the Anova function 
with type III sum of squares in the ‘car’ package to obtain p-values for individual terms within these models 
(Fox et al., 2012). We inspected all models to ensure conformity of assumptions of normality and 
homogeneous distribution of residuals, and the absence of collinear predictors.  
 
Model 1: Attentional Biases in Baseline Versus Total Test Window 
 

Model 1 tested the prediction that, after hearing the recording, apes will exhibit a sustained increase 
in attention towards the image of the groupmate whose name was called as compared to the image of the 
groupmate whose name was not called. Each trial was represented by two rows of data - one for the baseline 
window and another for the test window. We included the categorical test predictor of baseline vs. test 
window to determine whether subjects showed stronger biases in the test window than in the baseline. We 
included z-transformed trial number as a single continuous control predictor to account for any potential 
effects of habituation across trials. As random intercepts, we included subject identity (to account for 
repeated measures from each subject), trial ID (unique name for each trial to account for baseline and test 
biases within individual trials), and stimulus dyad (i.e., the IDs of the groupmates in the images, combined 
as a single dyad measure to account for potential random variability in preferences for specific individuals). 
We included z-transformed trial number as a random slope for the subject and avatar dyad random 
intercepts. In the model output, the intercept term will be significant if, within the reference category, the 
population average of the dependent measure differs significantly from zero. Because our dependent 
measure was centered around zero, we used the intercept to assess whether apes showed a significant bias 
in attention, with positive estimates reflecting a bias toward the target and negative estimates reflecting a 
bias toward the distractor. By adjusting the reference category between baseline and test windows, we were 
able to assess biases within each window separately. 
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Exploratory Model 2: Comparison of Attentional Biases Across Each One-Second Time Bin 
 

Exploratory Model Set 2 tested the prediction that apes will show more fleeting biases only in 
specific periods of the test window. Each trial was represented by six rows of data - one for each 1-second 
bin (the first being the baseline). We planned this more detailed analysis to provide a test of attentional 
biases at a smaller timescale within the trial, along with the general analysis of the trial as a whole sequence 
in Model 1. This model was identical to Model 1 except that we included time bin as the single categorical 
predictor rather than the baseline vs. test factor, and we included trial number as a random slope for the 
avatar dyad random intercept. As in Model 1, we adjusted the reference category and used the intercept 
term to identify significant biases in attention within individual time bins (we used baseline as the default 
reference category to identify significant differences relative to baseline). 
 
Exploratory Model 3: Comparison of Attentional Biases Between Species and Populations 
 

Exploratory Model 3 tested whether there are differences in attentional biases during the baseline 
and test phase between species and/or populations, given that we have previously found population 
differences between Kumamoto Sanctuary apes and Edinburgh/Planckendael apes in eye-tracking studies 
(Lewis et al., 2021; Lewis et al., 2023). We ran this model only with DLS, as DLS could control for the 
differences in trial phase lengths between the baseline and test window. We included a three-way interaction 
between the test predictor of baseline vs. test window, population (Kumamoto Sanctuary apes vs. Edinburgh 
and Planckendael apes), and species to determine whether specific populations or species showed stronger 
biases in the test window than in the baseline. Z-transformed trial number was included as a single 
continuous control predictor to account for any potential effects of habituation across trials. As random 
intercepts, we included subject identity, trial ID, and stimulus dyad. We included z-transformed trial 
number as a random slope for the subject and avatar dyad random intercepts. Because our dependent 
measure was centered around zero, we again used the intercept to assess whether apes showed a significant 
bias in attention, with positive estimates reflecting a bias toward the target and negative estimates reflecting 
a bias toward the distractor. By adjusting the reference category between baseline and test windows, we 
were able to assess biases within each window separately. 
 

Results 
 

Model 1: Attentional Biases in Baseline Versus Test Windows 
 

The full-null model comparison for Model 1 was not significant (DLS, 𝜒2 = 0.579, p = .447). 
However, we explored the contribution of the individual test predictors as their simultaneous exclusion 
from the null model in the full-null model comparison masks their individual effects (Aberson, 2002). 
Although apes exhibited slightly stronger biases during the test window (estimate = 0.032 ± 0.678 (SE)) 
than during the baseline (estimate = 0.002 ± 0.151 (SE)), this effect was not significant. When the reference 
category was adjusted to individually test the intercept of the baseline window and test window, attentional 
biases did not differ significantly from chance for either window (Table 1, Figure 3). 
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Figure 1 
 
Biases in Attention Toward Target Versus Distractor Avatar, in the Baseline and Test Windows 
 

 
 
Note. Baseline window captures patterns of attention in the first second of the trial, before the recording of the caretaker calling the 
target avatar’s name is played. The test window captures patterns of attention for the full five seconds after the start of the recording 
until the end of the trial. Black dashed line denotes chance (equal looking to target and distractor avatars). Boxes denote the 
interquartile range (IQR, from 25th percentile to 75th percentile), and middle lines denote medians. 
 
Table 1 
 
DLS Model 1 Output 
 

Factor Estimate S.E. 𝜒2 Df p-value 
Baseline vs. Test -0.029 0.033 0.789 1 .374 
Trial Number -0.012 0.021 0.344 1 .558 

 
Note. Predictors of biases in attention toward target and distractor conspecific faces (with test window as the reference category). 
DLS was used as the dependent measure. Subject, avatar dyad, and trial ID were included as random intercepts. Trial number was 
included as a random slope for the subject and avatar dyad random intercepts. Estimates and SEs are taken from the model 
summary; 𝜒2 values, degrees of freedom and p values are taken from the Anova (type III sum of squares) output. 
 
Exploratory Model 2: Attentional Biases Across One-Second Time Bins 
 

The full-null model comparison for exploratory Model 2 was not significant for either the DLS (𝜒2 
= 6.277, p = .280) or difference scores (𝜒2 = 8.229, p = .144). However, we again explored the contribution 
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of the individual test predictors as their individual effects may have been masked by their simultaneous 
exclusion from the null model in the full-null model comparison (Aberson, 2002). Examination of the model 
intercept with each time bin as a reference category indicated that subjects showed a significant bias toward 
the target avatar in time bin 5 in the raw differences scores model (estimate = 0.097, 𝜒2 = 7.245, p = .007), 
and a marginally significant bias in time bin 5 in the DLS model (estimate = 0.178, 𝜒2 = 5.914, p = .015) 
(see Tables 2 and 3 and Figure 4). Thus, during time bin 5, which occurs in the middle of the post-call 
window, apes spent approximately 18% more time looking towards the target avatar as compared to the 
distractor avatar. 
 
Figure 4 
 
Biases in Attention Toward Target vs. Distractor Avatar, in Each 1 s Time Bin 
 

 
 
Note. Baseline window captures patterns of attention in the first second of the trial, before the recording of the caretaker calling the 
target avatar’s name is played. Black dashed line denotes chance (equal looking to target and distractor avatars). Diamonds denote 
medians for each time bin. *p < .020 (alpha Bonferroni corrected for the five trial time bins).        
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Table 2 
 
DLS Model 2 Output 
 

Factor Estimate S.E. 𝜒2 df p-value 
TimeBin(1) .033 0.033 0.596 1 .440 
TimeBin(2) 0.075 0.047 2.548 1 .110 
TimeBin(3) -0.027 0.051 0.278 1 .598 
TimeBin(4) 0.058 0.060 0.908 1 .341 
TimeBin(5) 0.178 0.073 5.914 1 .015 
TimeBin(6) 0.069 0.090 0.600 1 .439 
Trial Number -0.026 -0.026 0.992 1 .319 

 
Note. Predictors of biases in attention toward target and distractor conspecific faces, with each time bin as a reference category. 
DLS was used as the dependent measure. Subject, avatar dyad, and trial ID were included as random intercepts. Trial number was 
included as a random slope for the avatar dyad random intercept. Each TimeBin(x) line in the table represents the results of the 
model intercept with the respective time bin as the reference category. P values between .01 and .02 are underlined. Estimates and 
SEs are taken from the model summary; 𝜒2 values, degrees of freedom and P values are taken from the Anova (type III sum of 
squares) output. 
 
Table 3 
 
Raw Difference Model 2 Output 
 

Factor Estimate S.E. 𝜒2 df p-value 
TimeBin(1) 0.004 0.856 0.033 1 .855 
TimeBin(2) 0.030 0.203 1.650 1 .198 
TimeBin(3) -0.008 0.026 0.119 1 .730 
TimeBin(4) 0.035 0.029 1.349 1 .245 
TimeBin(5) 0.097 0.036 7.245 1 .007 
TimeBin(6) -0.009 0.044 0.013 1 .911 
Trial Number -0.012 0.014 0.839 1 .359 

 
Note. Predictors of biases in attention toward target and distractor conspecific faces, with each time bin as a reference category. 
Raw difference was used as the dependent measure. Subject, avatar dyad, and trial ID were included as random intercepts. Trial 
number was included as a random slope for the avatar dyad random intercept. Each TimeBin(x) line in the table represents the 
results of the model intercept with the respective time bin as the reference category. Bonferroni corrected p values less than .010 
are bolded. Estimates and SEs are taken from the model summary; 𝜒2 values, degrees of freedom and p values are taken from the 
Anova (type III sum of squares) output. 
 
Exploratory Model 3: Species and Population Differences 
 

The full-null model comparison for exploratory Model 3 was not significant (𝜒2 = 6.277, p = .967). 
However, we again explored the contribution of the individual test predictors as their individual effects may 
have been masked by their simultaneous exclusion from the null model in the full-null model comparison 
(Aberson, 2002). The three-way interaction between the test predictor of baseline vs. test window, 
population (Kumamoto Sanctuary apes vs. Edinburgh and Planckendael apes), and species was not 
significant, and therefore we dropped this three-way interaction and reran the model with two-way 
interactions between each test predictor. These two-way interactions were also not significant, so we 
dropped them and reran the model with each as an individual test predictor. The full-null model comparison 
for this reduced exploratory Model 3 was not significant (𝜒2 = 0.802, p = .849). The individual test 
predictors were also not significant (Baseline vs. test: estimate = 0.029, 𝜒2 = 7.245, p = .007; Population: 
estimate = 0.005, 𝜒2 = 0.014, p = .906; Species: estimate = -0.006, 𝜒2 = 0.020, p = .887), indicating that 
there were no significant differences in attention in the baseline vs. test window between species or 
population (see Table 4). 
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Table 4 
 
Exploratory DLS Model 3 Output 
 

Factor Estimate S.E. 𝜒2 df p-value 
BaselinevTest (Test) 0.029 0.034 0.749 730.356 .387 
Population 0.005 0.045 0.014 33.298 .906 
Species -0.006 0.042 0.020 28.949 .887 
Trial Number -0.012 0.022 0.271 23.409 .603 

 
Note. Predictors of biases in attention toward target and distractor conspecific faces between baseline and test windows (with test 
window as the reference category). DLS was used as the dependent measure. Subject, avatar dyad, and trial ID were included as 
random intercepts. Trial number was included as a random slope for the subject and avatar dyad random intercepts. Estimates and 
SEs are taken from the model summary; 𝜒2 values, degrees of freedom and p values are taken from the Anova (type III sum of 
squares) output. 
 

Discussion 
 

In this study, we conducted a combined eye-tracking and playback experiment to investigate 
whether non-language-trained chimpanzees and bonobos could cross-modally integrate auditory and visual 
perception to recognize the caretaker-given names of their groupmates. We found only minimal evidence 
that apes preferentially attend to the named individual after hearing the name uttered twice, but no evidence 
that apes show sustained (5 s) attention toward their groupmate after that individual’s name has been called. 
Apes showed preferential attention to the named individual but only in time bin 5, mid-way through the 
post-call phase of the trial. Thus, evidence in support of the hypothesis that apes recognize the 
heterospecific, caretaker-given names of their groupmates and integrate this information into their cross-
modal representation of those individuals is limited. From this evidence, we are unable to conclude that 
apes are able to use social vocal labels to direct attention toward a static image of a named individual 
(avatar). However, the limited evidence that apes may do so warrants further investigation and provides 
predictions for future studies about the temporal manifestation of these attention-based effects. 

We believe our study is the first to combine eye tracking with a playback design to measure 
nonhuman animals’ cross-modal perception of social vocal labels. We carefully controlled for the identities 
of the avatars in this experiment. Across trials presenting the same pair of avatars (within-subjects), each 
individual was the target (named) and distractor (unnamed) an equal number of times. We also used a 
relatively large number of groupmates as avatars within each population, and tested across four different 
ape populations, demonstrating that these limited effects generalize across individuals and populations. The 
use of eye-tracking also allowed us to eliminate all of the movement or behavioral cues that could trigger 
biased attention and would be present if the experiment was performed in a live group setting.  

Interestingly, we find limited effects only when comparing DLS and difference scores across one-
second time bins but not when comparing DLS across baseline and test windows. This inconsistency could 
owe to the overall attentional patterns observed in our experiment. The most pronounced biases revealed 
by the time bin models appear toward the end of the trial at a time when overall attention has waned. As a 
result, these biases could be less detectable in the total test window, where the smaller raw fixation durations 
from the biased windows are drowned out by the larger raw fixation durations during earlier time bins 
within the test window. This pattern of results underscores the importance of using eye movement metrics 
that capture different information, in order to thoroughly characterize behavioral and cognitive phenomena 
(Hopper et al., 2021; Lewis & Krupenye, 2022). Our exploratory analyses also provide time-based 
hypotheses for future studies aimed at replicating or extending these findings. As we only found significant 
attentional biases towards the groupmate whose name was called in time bin 5, in the middle of the post-
call window, it may be the case that it takes apes a couple of seconds to fully process spoken names after 
they are heard and/or that the effect is only detectable in the most engaged apes who continue to attend to 
the photos this far into the trial. However, it also remains possible that this is a spurious effect, and thus 
future research should investigate the specific timelines of social vocal label processing in great apes. A 
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previous study found that a chimpanzee had an event-related potential (ERP) response to the sound of her 
own caretaker-given name being called, however this response was also delayed as compared to human 
ERP responses (Hirata et al., 2011; Ueno et al., 2009). Thus, it may be that chimpanzees have delayed initial 
responses to social vocal labels as compared to humans. 

One limitation of our study is that it required ape participants to integrate multimodal information 
from three separate sources (audio from one human caretaker, and images of two different groupmates). 
Reliable responses may have been hindered by apes’ confusion about the artificial production of the social 
vocal label and whether they should look for the named individuals in real life versus on the screen. 
Although nonhuman primates have previously been shown to use cross-modal perception and integrate 
auditory and visual information to identify others, these signals have only ever included a maximum of two 
separate sources (i.e., a vocalization from an individual, combined with a static image of that same 
individual). Future research could include similar paradigms with adjustments to the stimulus presentation 
or the technology used to present stimuli, for example testing responses via touchscreens. In addition, while 
eye-tracking allowed us to control for many key variables (e.g., movement of target and distractor apes), it 
is also possible that our static screen-based paradigm was insufficiently naturalistic and that subjects would 
show stronger responses in live experiments. Further directions could test whether these responses are more 
pronounced in live action tasks using motion-tracking to measure head movements and body positions in 
response to hearing social vocal labels, rather than more artificial and potentially less motivating screen-
based tasks. Apes may have failed to associate others’ names with static images of their faces perhaps 
because the production of the name was somewhat artificial (playback through a speaker), the images of 
the faces were static, or a combination of both. In addition, the ape participants did not produce the names 
themselves but were instead required to understand these social vocal labels that were assigned and 
produced by humans, which may have limited apes’ association, recall, and/or comprehension of these 
labels. We also have a limited understanding of the developmental patterns of these abilities. Although this 
study included a large number of participants compared to other experimental studies with great apes (N = 
24), there were only a few individuals in our study within younger age groups. Thus, future studies with a 
larger number of younger ape participants could clarify the development of comprehension of vocal labels 
in great apes. 

Although previous research demonstrates that great apes gain knowledge and make predictions and 
decisions by attending to third-party interactions (de Waal, 1982; Krupenye et al., 2016; Krupenye & Hare, 
2018; Slocombe et al., 2010; Wittig et al., 2014), it remains uncertain if chimpanzees and bonobos have an 
ability to spontaneously recognize social vocal labels like the proper, caretaker-given names of their 
groupmates. If the marginal effect that was found in time bin 5 was robust and replicable, this would point 
to the possibility that the capacity to understand spoken language may have evolved before the ability to 
produce complex human language, which is foundational for communication in cooperative interactions 
(Levinson, 2006). This is somewhat evidenced by the bonobo Kanzi, who was heavily trained in a language-
enriched environment and could recognize some spoken proper names (Rabinowitz, 2016; Savage-
Rumbaugh et al., 1986, 1993). Similarly, research with dogs suggests that they have an ability to 
spontaneously learn many vocal labels of categories, and with training some exceptional dogs can learn a 
number of object-names (Fugazza & Miklósi, 2020; Fugazza et al., 2021). However, the apes included in 
the present study were not trained to learn specific words or any other type of language comprehension, 
and thus it may be that these species have the biological potential to learn social vocal labels with extensive 
training, but are unable to comprehend these vocal labels without training. If nonhuman great apes do not 
have the capacity to spontaneously comprehend spoken proper names without formal training, it could be 
that this ability is unique to humans and perhaps dependent on natural, complex language. Further research 
on the evolutionary timeline of the comprehension of social vocal labels is crucial for clarifying the 
stratified evolution of modern human communication. 

 If captive apes do recognize others’ names and use others’ names to direct their attention to third-
party interactions, then they would likely be able to build third-party knowledge from employing their 
comprehension of social vocal labels. This builds on previous findings from other primates, which indicate 
that primates do attend to and learn from third-party interactions (Cheney & Seyfarth, 1990a, 1990b, 2007; 
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Slocombe et al., 2010). There is even some evidence that primates can integrate vocal information with 
third-party knowledge to direct attention and behavior to relevant individuals or events (Cheney & Seyfarth, 
1980; Wittig et al., 2014). Upon hearing playback recordings of infant screams (and without any other 
apparent cues), vervet monkeys looked to the infants’ respective mothers. Wittig and colleagues also found 
that, after observing a fight and hearing recordings of aggressive vocalizations from a bystander, 
chimpanzees looked longer and moved away more often when the calls were from the former opponent’s 
bond partner compared to when they were from the former opponent’s non-bond partner (Wittig et al., 
2014). This creative use of gaze to study social knowledge suggests that the capacity to integrate vocal 
information and third-party knowledge to recognize and discriminate between groupmates is present in 
monkeys as well as apes. In our study, apes showed a limited understanding of spoken proper names - 
utterances with no evolved relevance to them. The findings by Cheney and Seyfarth - and work showing 
that primates also match the voices and faces of familiar individuals (Hashiya, 1999; Kojima et al., 2003; 
Sliwa et al., 2011) - suggest that this capacity may build on adaptive cognitive mechanisms for linking 
vocal information (including third-party vocal information) with multimodal representations of individual 
identity. Finally, Tagaki and colleagues found that household cats look longer at an image of a cat with 
whom they cohabitate after hearing another cat’s name called (incongruent condition), and look less long 
at the image if they hear the same cat’s name called (congruent condition) (Takagi et al., 2022). Although 
results from café cats did not match, and the design only required cats to attend to a single individual rather 
than multiple individuals, it suggests that some nonprimate animal species may also have the ability to 
cross-modally match social vocal labels and specific individuals. Thus, there is a possibility that some 
animal species are able to integrate visual and auditory information of others, but captive primates do not 
spontaneously learn the spoken proper names that their caretakers use to identify their groupmates.  

Previous research indicates that bottlenose dolphins themselves produce social vocal labels that 
link vocal and visual information of familiar individuals through the use of “signature whistles” (Bruck et 
al., 2022; Janik & Sayigh, 2013; Quick & Janik, 2012). Signature whistles are distinctive calls that each 
individual uniquely develops in the first months of life, and bottlenose dolphins copy the signature whistles 
of conspecifics. Bottlenose dolphins most often use signature whistles when approaching others especially 
in groups, which suggests that they use these signature whistles as part of a beginning sequence in 
interaction. Thus, bottlenose dolphins likely use these signature whistles to address distinct individuals 
much in the same way that humans use proper names, and therefore have a flexible, cross-modal, socially-
specific communication system (Bruck et al., 2022; Janik & Sayigh, 2013; Quick & Janik, 2012). In 
addition, marmosets have recently been found to use distinct phee calls to vocally label their groupmates, 
use similar phee calls to label others in family groups, and accurately perceive and respond to specific phee 
calls that are directed at them (Oren et al., 2024). At present they are the only primate species found to 
potentially use social vocal labels (although see Jaakkola, 2025), and thus it is unknown whether this 
capacity is homologous or has evolved separately in dolphins, marmosets, and humans. In addition, these 
species have been found to use cross-modal perception to identify others using conspecific production of 
social vocal labels, whereas the present study aimed to test great apes’ cross-modal perception of social 
vocal labels produced by a heterospecific human caretaker. Therefore, further research with additional 
primate and nonprimate species comparing these multiple types of cross-modal perception would help to 
address this current phylogenetic puzzle and help bolster our understanding of the evolution of vocal 
communication, cross-modal perception, and complex language. 

The results from the present study raise important questions about the sociolinguistic precursors 
shared between humans and our primate relatives and the evolutionary trajectory of language and 
communication in our own great ape lineage. Here, we find only very limited evidence that nonhuman apes 
associate vocal labels with familiar individuals, and thus cannot conclude that they can comprehend social 
vocal labels. This limited evidence suggests that further investigation to determine the extent of nonhuman 
great apes’ cross-modal perception would be informative. Additional research using novel paradigms, 
expanded ape populations, and a greater number of nonprimate species will be necessary to decode the 
phylogenetic patterns of the comprehension and use of both conspecific and human-given vocal labels. If 
these capacities are indeed shared with nonhuman great apes, they are likely to serve as evolutionary 
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foundations of human communication that preceded the emergence of complex spoken language in our 
species. 
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Supplementary Materials 
 

Table S1 
 
Characteristics of Study Participants 
 

Individual Species Sex Date of Birth Age (years) Facility 
Frek Chimpanzee M 10/21/93 25.69 Edinburgh Zoo 
Louis Chimpanzee M 7/26/76 42.93 Edinburgh Zoo 
Qafzeh Chimpanzee M 3/31/92 27.25 Edinburgh Zoo 
Rene Chimpanzee M 2/21/93 26.36 Edinburgh Zoo 
Velu Chimpanzee M 6/24/14 5.02 Edinburgh Zoo 
Edith Chimpanzee F 4/11/96 23.22 Edinburgh Zoo 
Kilimi Chimpanzee F 2/20/93 26.36 Edinburgh Zoo 
Iroha Chimpanzee F 09/05/08 10.49 Kumamoto Sanctuary 
Mizuki Chimpanzee F 12/16/96 22.22 Kumamoto Sanctuary 
Hatsuka Chimpanzee F 06/20/08 10.70 Kumamoto Sanctuary 
Misaki Chimpanzee F 01/14/99 20.14 Kumamoto Sanctuary 
Natsuki Chimpanzee F 07/08/05 14.15 Kumamoto Sanctuary 
Zamba Chimpanzee M 07/26/95 24.11 Kumamoto Sanctuary 
Habari Bonobo M 1/29/06 13.04 Planckendael Zoo 
Kikongo Bonobo M 1/29/14 5.04 Planckendael Zoo 
Rubani Bonobo M 4/10/16 2.85 Planckendael Zoo 
Djanoa Bonobo F 3/27/95 23.89 Planckendael Zoo 
Nayoki Bonobo F 3/24/12 6.89 Planckendael Zoo 
Vijay Bonobo M 12/28/03 15.44 Kumamoto Sanctuary 
Junior Bonobo M 1/14/95 24.39 Kumamoto Sanctuary 
Lolita Bonobo F 4/20/89 30.13 Kumamoto Sanctuary 
Connie Lenore Bonobo F 2/3/82 37.34 Kumamoto Sanctuary 
Ikela Bonobo F 11/27/91 27.52 Kumamoto Sanctuary 
Louise Bonobo F 10/28/72 46.60 Kumamoto Sanctuary 

 
Note. Age is age at time of testing 
 
Table S2 
 
Characteristics of Participant Groups 
 

Facility Total # of Individuals # Males # Females 
Edinburgh Zoo – Chimpanzees 15 8 7 
Planckendael Zoo – Bonobos 13 7 6 
Kumamoto Sanctuary – Bonobos 6 2 4 
Kumamoto Sanctuary – Chimpanzees 6 1 5 

 


